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SUMMARY
Target-type CMPs for SBT presented to the Seattle meeting are refined and extended to include the input of CKMR
information through use of the associated TRO index developed by Hillary. Essentially CMPs, tuned to median
recovery to 30% of the pristine TRO in 2035, are developed for each of the CPUE, gene tagging and CKMR data
sets alone, and then weighted combinations of these are considered. A subset of the robustness tests which show
the greatest differences in performance compared to the base/reference case (RC) OM are selected. Overall the
CMP based on the CKMR data only seems to perform best for the RC, but when the selected robustness test results
are also taken into account, a variant based on a weighted combination of CMPs using all three data types seems

marginally preferable.
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Introduction

This paper extends analyses of CMPs for SBT first presented in Butterworth et al (2018). Those analyses
considered the application of simple target-type CMPs, first based on CPUE data only (DMM2), and then including
gene tagging data as well (DMMS3).

Here first the control parameters of the CMP using both CPUE and gene tagging data are adjusted to give
improved performance (DMM4). Then a similar CMP based on CKMR data only (as summarized by the Hillary
algorithm) is developed (DMMS5), and finally a weighted combination of the earlier CMPs using all three types of
data is put forward (DMMS6).
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The robustness tests making the most impact on performance relative to that for the Base/Reference Case (RC)

OM are then identified, and the performances of DMM4, DMM5 and DMMG6 are compared for those tests.

Methods

First we define some aggregate indices, and follow this with the CMP specifications.

CPUE index

]y is a relative CPUE index averaged over 5 years as follows:

1
_ (CPUE,_; + CPUE,_3 + CPUE,_, + CPUE,_s + CPUE, ) 5

Iy =
(CPUE2016 + CPUEZO].S + CPUE2014 + CPUE2013 + CPUEZO].Z) '%

Sensitivities to this average over 3 years and 7 years have also been explored previously, and led to little difference

in performance.

GT index

GT], is a relative GT index averaged over 5 years as follows:

1
— (GTJy—z + GTJy_3 + GTJy_y + GT],_5 + GT/, ) ‘T
Ty = Tl

CKMR index
CKMR, is arelative CKMR index averaged over 2 years as follows:
1
(Sy—s + Sy—é) )

1
(S2013 + S2012) "

CKMR, =

where Sy is the estimated TRO value obtained from analyzing the CKMR-related data using the code kindly
provided by Richard Hillary. Note that unlike the “directly observed” indices above (such as GT/,01¢), which remain
fixed over time, here S,91, and S,5,3 will depend (slightly) on the year yfor which CKM R, is being evaluated.

CMP specifications
DMM2
DMM2 was a CMP presented to the Seattle OMMP meeting using CPUE data only and based on the following
formula, where f and /i, 4are tuning parameters:
TACy1 =TAC, X (1+ 8- (Jy —Jearg) )
DMM3
DMMS3 extended DMM2 to also include gene tagging data, where now B, Jiarg, v and GTJiy, are tuning

parameters:

TAC,,, = TAC, X (1 + B (Jy = Jrarg) + ¥(GT], — GT]Wg))



DMM4
At the time of the Seattle OMMP meeting, control parameter value choices and formula for DMMS3 had yet to be
finalized. The fourth CMP (DMM4) has completed this exercise by modifying the TAC formula in a way that better
facilitates tuning, leading to the following formula and choices for the control parameter values.

TAC},y = TACH X (1+ - (Jy = Jearg) )

TACZ,, = TACZ x (1 +y - (GTJ, - GT]mrg))

TAC,.y = w - TACL,, + (1 —w) - TACZ,,
B =0.05, Jugrg = 0.7, ¥ = 0.11, GTJiqry = 03, w=0.7.
Note that the y and GT/.,4values were chosen first on the basis that the overall TRO tuning target for 2035
would be met if w=0 (i.e. the gene tagging data only were being used), and then selecting the combination that

gave the narrowest PI for AAV during the projection period.

DMM5
The fifth CMP (DMM5) considers only the combined CKMR index generated from the TRO estimation method
developed by Hillary et al (2018).

TACy,, = TAC, X (1 +1x-(CKMR, — CKMRWg))

where CKMR,,,, and the control parameter settings are defined below:

T2-T1
CKMRygry = (m) =YD +TL e, yl<y<y2
CKMRegrg =T2 e, y2 <y

T1=0.5, T2=2.0, y1=2021, y2=2035.

It was found that when a single CKMR,,,, value was chosen, the TRO started to decrease in the later projection
years after satisfying the TRO tuning requirement for 2035. The value of CKMR,,, has to be small initially to
allow the TAC to increase, but bigger later so that the TAC does not become too large to force TRO to decline after
hitting the target.

DMMé6
The sixth CMP (DMM6) combines all the CPUE, GT and CKMR data:
TACY,y = TACE X (14 8- (Jy — Jrarg))
TAC2,, = TACZ x (1 +y-(GTJ, - GT]targ))
TAC3,, = TAC] x (1 +y-(CKMR, - CKMRWQ))
TAC,4; = v TACS, + (1 —v) - [w-TAC}, + (1 —w) - TACZ,]

The parameters and their values are the same as for DMM4 and DMMS5, but an extra parameter vis added. This
parameter essentially gives a relative weight to the CKMR compared to the CPUE and gene tagging data. At this
stage we set v=0.5 for illustrative purposes, leaving optimization of this choice to later. It turned out that this
approach happened to achieve the median TRO target for 2035 “automatically” without further tuning being

needed.

For all these six CMPs above, TACs are set every third year as a base case (sensitivities to this frequency being

every two years have been explored previously and did not impact performance substantially). Furthermore, any
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change in the TAC is restricted to a maximum of 3000t (up or down) (sensitivities to this of 2000 and 4000 have
also been explored previously, and similarly did not impact performance to any substantial extent). The minimum
TAC change limit is 100t. Thus:

100 < |TAC,,, — TAC,| < 3000, 2000 or 4000

Results and Discussion

Comparison of DMM2, DMM4, DMM5 and DMM6 performances for the Reference Case.
Figure 1 shows plots of log-linear trends in TRO and of AAV (%) for the projection period. There is no major

difference amongst these CMPs in terms of trends in TRO. DMM5 performs slightly better than others in terms of
quantile range of the AAV for the “reference case” OM (RC), followed by DMMS6.

Figure 2 shows the worm plots for TAC and TRO for these CMPs. All the CMPs show a gradual increase in TAC
and TRO, with the trend in TRO stabilizing for the later projection years. For DMMS5 the TAC variation is lower
initially but gets higher towards the end of the period considered.

DMM4, DMM5 and DMM®6 performances across all the Robustness tests.

Figure 3a shows plots of log-linear trends in TRO and of AAV (%) for the projection years for DMM4 for all the
robustness tests that were available. These results are based on 2000 replicates. Figure 3b shows the
corresponding results for DMMS5, and Figure 3c those for DMMS6. These were based on 200 replicates only, since
the simulations involving the CKMR data require a minimization process which needs much longer computation
times. However, the results would not be expected to change qualitatively when increasing from 200 to 2000
replicates. Regardless of the CMP concerned, the OMs that stand out as resulting in performances different from
those for the RC are “reclow5 (H: High priority)”, “h55sqrt (M: Medium priority)”’and “reclow10 (L: Low priority)”.
These show much smaller log-linear trends in TRO compared to the RC. “Cpuew0 (L)” is similar as regards
performance differences, in that it shows a very large PI on the trends in TRO. Based on Figures 3a-3c, the
following scenarios (“reclow5”, “upq”, “as2016”, “omega75”, “h55sqrt” and “cpuew0”) were compared further

amongst the CMPs. The OM “reclow10” was not considered plausible by the OMMP meeting, and hence was not

considered for further analyses.

DMM4, DMM5 and DMM6 performances for the selected Robustness tests.

Figure 4 shows plots of log-linear trends in TRO and of AAV (%) for the projection period for the RC and high
priority robustness tests (“upq”, “as2016”, “omeg75”), as well as for those that were identified as differing
appreciably in performance compared to the RC ( “h55sqrt (M)”, and “cpuewO (L)) for DMM4, DMM5 and DMMS6.
There are no major differences among the CMPs with respect to the trends in TRO. The PlIs for AAV are narrowest
for DMM5; however, performance is better for DMMG6 for the cases of “reclow5” and “cpuew(0” with a lower median

and PI for AAV. There are fewer instances of TRO reducing after 2035 for DMM6 compared to DMM5.



Conclusions
For the RC OM alone, the DMM5 CMP based on the CKMR data only seems to perform the best overall, but when
the robustness tests making the greatest impacts are also taken into account, the DMM6 CMP based on all three

sets of data available for input seems marginally better.

Further analyses
Some further exploration of the best relative weighting to give to the contributions from the three types of data in

DMMG6 might produce marginally improved performance.

Furthermore, the 95 % probability envelopes shown in Figure 2 hide the fact that ranging from about 0.5 to 1% of
the trajectories for both the TAC and TRO across DMM4 to DMM5 (with DMM6 intermediate) start dropping

rapidly towards zero soon after 2035, which is an issue that needs to be addressed.

However, plans for further work on both these matters might better first await feedback from discussions to be
held at the September ESC meeting. For example, should specific metarules be developed to eliminate the behavior
noted in the paragraph above; or rather, since this starts to occur only almost 20 years into the future, with a
number of updates in assessments and MP revisions due before that time, is it a matter better left for now to be

addressed after some of these updates and revisions have taken place?
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Table 1. Some performance statistics for DMM4, 5 and 6 for the “RC (base16)” and selected six robustness tests (“as2016”, “reclow5”, “upq”, “cpuew0”, “h55sqrt”
and "omega75”). Median values are shown for the distributions for each statistic. Recall that each CMP is tuned to achieve a median TRO in 2035 which is 30%
of its pristine value for the RC (base 16) OM.

Tuning CMP Run  Mean TAC (0512035 Mean TAC oss2050) AAV (%)  TRO035/TROy TRO050/TROy TRO5035/TRO2015 TRO2050/TROs015 Min. TRO5g15.2035/TROg  70% > 0.2TRO,

basel6 20417 27423 5.16 0.3 0.3 2.02 2 0.16 2022

as2016 19760 25414 4.03 0.24 0.27 1.73 1.93 0.14 2025

reclow5 18770 20544 1.64 0.24 0.33 1.59 2.2 0.16 2022

DMM4_3000  upq 20497 27528 5.32 0.25 0.24 1.95 1.85 0.14 2024
cpuew0 18744 20966 1.8 0.16 0.18 1.82 2.06 0.09 2032

h55sqrt 19849 24784 3.99 0.22 0.21 1.57 1.5 0.15 2022

omega75 19967 25867 437 0.3 0.32 2.12 231 0.15 2022

basel6 20427 25610 4.15 0.3 0.32 2.01 2.2 0.16 2022

as2016 20115 21630 3.12 0.23 0.3 1.69 2.16 0.14 2025

reclow’ 20382 21795 3.91 0.22 0.27 1.48 1.8 0.15 2022

30 | DMM5.3000  upq 20210 24043 353 0.25 0.29 1.96 2.22 0.14 2024
cpuew0 19520 18985 2.48 0.15 0.17 1.71 1.96 0.09 2032

h55sqrt 20248 21261 3.42 0.22 0.24 1.54 1.64 0.15 2022

omega75 20515 27127 4.58 0.29 0.31 2.07 2.19 0.15 2022

basel6 20444 26864 4.76 0.3 0.31 2.01 2.06 0.16 2022

as2016 19983 23778 3.57 0.24 0.28 1.72 2.01 0.14 2025

reclow5 19569 21364 2.61 0.23 0.29 1.53 1.96 0.15 2022

DMM6_3000  upq 20389 25955 4.49 0.26 0.25 1.96 1.98 0.14 2024
cpuew 19159 20217 1.97 0.15 0.17 1.75 1.98 0.09 2032

h55sqrt 20088 23244 3.78 0.22 0.22 1.55 1.56 0.15 2022

omega75 20284 26949 457 0.3 0.3 2.1 2.19 0.15 2022
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Figure 1. Plots of Log-linear trends in TRO from 2021 to 2035
DMMZ2, 4, 5 and 6 for the “reference case” (RC) scenario.
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Figure 2. Worm plots for TAC and TRO for DMM2,4, 5 and 6 for the RC, when tuned to 30% of TROo in the year

2035. The green shadings represent 95% probability envelopes.
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Figure 3a. Plots of Log-linear trends in TRO from 2021 to 2035 (top) and AAV (%) from 2021 to 2035 (bottom) for DMM4 for the various robustness tests scenarios
categorized into High, Medium and Low priorities (based on 2000 runs). The lower and upper hinges correspond to the first and third quartiles (the 25th and 75t
percentiles). The upper whisker extends from the hinge to the largest value no further than 1.5 * IQR from the hinge (where IQR is the inter-quartile range, or distance

between the first and third quartiles). The lower whisker extends from the hinge to the smallest value at most 1.5 * IQR of the hinge.
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Figure 3b. Plots of Log-linear trends in TRO from 2021 to 2035 (top) and AAV (%) from 2021 to 2035 (bottom) for DMMS5 for the various robustness tests scenarios

categorized into High, Medium and Low priorities (based on 200 runs). The lower and upper hinges correspond to the first and third quartiles (the 25th and 75t

percentiles). The upper whisker extends from the hinge to the largest value no further than 1.5 * IQR from the hinge (where IQR is the inter-quartile range, or distance

between the first and third quartiles). The lower whisker extends from the hinge to the smallest value at most 1.5 * IQR of the hinge.
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Figure 3c. Plots of Log-linear trends in TRO from 2021 to 2035 (top) and AAV (%) from 2021 to 2035 (bottom) for DMMS for the various robustness tests scenarios
categorized into High, Medium and Low priorities (based on 200 runs). The lower and upper hinges correspond to the first and third quartiles (the 25th and 75th
percentiles). The upper whisker extends from the hinge to the largest value no further than 1.5 * IQR from the hinge (where IQR is the inter-quartile range, or distance

between the first and third quartiles). The lower whisker extends from the hinge to the smallest value at most 1.5 * IQR of the hinge.
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Figure 4. Plots of Log-linear trends in TRO from 2021 to 2035 (top) and AAV(%) from 2021 to 2035 (bottom) for
DMM4, DMM5 and DMMS6 for the “reference case” selected robustness test scenarios: “upq (H)”, “as2016(H)”,
“omega75(H)”, “h55sqrt(M)”, and “cpuewO0(L)”. All results are based on 2000 replicates. The lower and upper hinges
correspond to the first and third quartiles (the 25th and 75th percentiles). The upper whisker extends from the
hinge to the largest value no further than 1.5 * IQR from the hinge (where IQR is the inter-quartile range, or

distance between the first and third quartiles). The lower whisker extends from the hinge to the smallest value at

most 1.5 * IQR of the hinge.
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