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## 1 Abstract

The estimate of relative abundance of juveniles from the 2016 scientific aerial survey is significantly higher than for any previous survey year.

A new spotter flew in this year's survey and needed to be calibrated into the survey, both with regard to his school size estimates and his ability to sight SBT. In order for calibration to be possible, a spotting pilot, who had flown in previous surveys, was employed to fly alongside the new spotter. A sufficient number of sightings were made ( $n=73$ ) for calibration of the new spotter's school size estimates and relative sighting ability to be reasonably accurate.

The environmental conditions during the 2016 survey were average for the most part, except that the swell height and sea shadow were higher than usual. Most sightings were made inshore in the eastern half of the survey area. The unusually high percentage of schools comprised of small fish ( $<8 \mathrm{~kg}$ ) that were seen in 2009-2013 were not observed this year; this was in part due to the new spotter tending to estimate larger fish sizes than the pilot. Fish size estimates are not used within the analysis except to identify schools of very small fish ( $<8 \mathrm{~kg}$, assumed to be age 1) to be omitted. Thus, as a sensitivity test, we re-did the analysis using only the spotting pilot's fish size estimates to determine which schools to omit. In this case, the relative abundance estimate for 2016 was similar ( $\sim 6 \%$ smaller, but still significantly higher than any previous survey year).

## 2 Introduction

The index of juvenile southern bluefin tuna (SBT) abundance based on a scientific aerial survey in the Great Australian Bight ( $G A B$ ) is one of the few fishery-independent indices available for monitoring and assessment of the SBT stock. The aerial survey was conducted in the GAB between 1991 and 2000, but was suspended in 2001 due to logistic problems of finding trained, experienced observers (spotters). The suspension also allowed for further data analysis and an evaluation of the effectiveness of the survey. A decision to continue or end the scientific aerial survey could then be made on the merits of the data, in particular the ability to detect changes in abundance.

Analysis of the data was completed in 2003 and it showed that the scientific aerial survey does provide a suitable indicator of SBT abundance in the GAB (Bravington 2003). In the light of serious concerns about the reliability of historic and current catch and CPUE data and weak year classes in the late 1990s and early 2000s, this fishery-independent index was considered even more important (Anon 2008). Thus, in 2005, the full scientific line-transect aerial survey was reestablished in the GAB, and this survey has been conducted each year since, except in 2015. New analysis methods were developed and have subsequently been refined. Based on these methods, an index of abundance across all survey years has been constructed.

Up until 2010, all planes that flew in the survey had two spotters - a spotting pilot and a dedicated spotter - each searching his own side of the plane. Due to the retirement of the two spotting pilots involved in recent surveys, and the inability to replace them, one of the two planes flying in the 2010 survey and both planes flying in the 2011 to 2014 surveys had only one spotter (along with a non-spotting pilot). Solo spotters need to search both sides of the plane and are likely to miss more sightings than two spotters. In anticipation of this significant change to the survey, calibration experiments were run in parallel with the full scientific aerial survey in 2007-2009 (see Eveson et al. 2007, 2008, 2009 for details). The 2007 experiment served as a pilot study that led to improvements in the design of the 2008 and 2009 experiments. These latter experiments were designed to compare the number of SBT sightings and total estimated biomass of SBT observed by a single spotter in the calibration plane versus two spotters in the survey plane over the same area and time strata. Based on data from these experiments, a method for accounting for the fact that a plane with one observer makes fewer sightings than a plane with two observers was developed in Eveson et al. $(2009,2010)$ and refined in Eveson et al. $(2011)$. These methods have been applied to the analysis since 2011.

There was no scientific aerial survey in 2015 due to lack of agreement on funding arrangements. The CCSBT members agreed to fund a reduced aerial survey in 2016 that used one plane for three months with an objective to calibrate a new spotter into the survey. In order for calibration to be possible, we employed a spotting pilot who had flown in previous surveys to fly with the new spotter. This report summarises the field procedures and data collected during the 2016 season, describes the current methods for analysing the data (which have remained the same since 2012), and presents results from applying these methods to the data from all survey years.

## 3 Methods

### 3.1 Field procedures

The 2016 aerial survey was conducted in the GAB between 1 January and 31 March. One Rockwell Aero Commander 500S was chartered for the season. The plane contained a new observer (spotter) who worked alongside an experienced spotter-pilot that had been previously calibrated into the survey. When flying along a line, both observers searched the sea surface from straightahead through to $90^{\circ}$ to their side of the plane (abeam of the plane) for surface patches (schools) of SBT. An observer would occasionally search both sides of the plane, if the other observer was temporally unable to observe.

The aerial survey continued to follow the protocols established for the 2000 survey (Cowling 2000) and used in all subsequent surveys with respect to the area searched, plane flying height and speed, minimum environmental conditions, time of day the survey lines were flown, and data recording protocols. Fifteen north-south transect lines (Figure 1) were surveyed. A complete replicate of the GAB consists of a subset of 12 (of the 15) lines divided into 4 blocks. In the past, the remaining 3 lines in a replicate (either: 1,3 and 14 , or 2,13 and 15) were not searched, as SBT abundance was historically low in those areas and surveying a subset increases the number of complete replicates of the GAB in the survey. Over the past several years (since around 2009), however, the distribution of SBT in the GAB appears to have changed, with an increase in abundance in the eastern GAB compared to the western GAB (see Farley and Basson, 2013). Given this, lines 13,14 and 15 were not routinely omitted on alternative replicates of the GAB.

The 2016 field operations were successful. Just over 5 replicates of the GAB were completed which is similar to the 3-5 replicates completed in previous years when only one plane was available, but lower than the 6-7 completed in 2010-2014 when two aircraft were available.

The number of sightings ( $n=73$ ) was large enough to calibrate the new spotter into the survey with reasonable accuracy. Calibration needs to be done in two regards: first, to compare the new spotter's estimates of school size against those of the pilot to see if he has a tendency to over- or under-estimate school size relative to the pilot (who has already been calibrated against other spotters from previous surveys); and second, to estimate the new spotter's ability to detect schools by comparing the number of sightings he made against the number made by the pilot, under the assumption that the sightings should, on average, be equally distributed on either side of the transect line.

Figure 1. Location of the $\mathbf{1 5}$ north-south transect lines for the scientific aerial survey in the GAB.


### 3.2 Data preparation

The data collected from the 2016 survey were loaded into the aerial survey database and checked for any obvious errors or inconsistencies and corrections made as necessary. In order for the analyses to be comparable between all survey years, only data collected in a similar manner from a common area were included in the data summaries and analyses presented in this report. In particular, only search effort and sightings made along north/south transect lines in the unextended (pre-1999) survey area and sightings made within 6 nm of a transect line were included (see Basson et al. 2005 for details). In cases where a sighting consisted of more than one school, then the sighting was included if at least one of the schools was within 6 nm of the line. We excluded secondary sightings and any search distance and sightings made during the aborted section of a transect line (see Eveson et al. 2006 for details).

The data from recent survey years (2009-2013) included an unusually high proportion of schools of small fish estimated to be less than 8 kg , which we assume to be the average weight cut-off between 1- and 2-year olds (Table 1). This was first noted in 2011 (Eveson et al. 2011). In the current year, the proportion of schools comprised of such small fish was much lower and similar to values seen in the late 1990s (Table 1). In the CCSBT operating model (OM) and management procedure (MP), the aerial survey index is assumed to provide a relative time series of age 2-4 abundance in the Great Australian Bight. Thus, for consistency with the OM and MP as well as general consistency in interpretation of the index across years, schools estimated to be comprised of 1-year-old fish (i.e., that had an average fish size estimate of less than 8 kg ) were omitted from the analysis. As described in Eveson et al. (2011), when two spotters are in a plane, they make independent estimates of the size of fish in each school, so we averaged their estimates to come up with a single estimate of average fish size.

This year, the new spotter tended to estimate larger fish sizes compared to the spotting pilot, which is part of the reason why such a low percentage of schools ( $0.9 \%$ ) were estimated to be comprised of fish <8kg. If we use only the pilot's fish size estimates, then $9.6 \%$ of schools were estimated to be comprised of fish $<8 \mathrm{~kg}$. Recall that fish size data are not used within the analysis except to identify schools of fish $<8 \mathrm{~kg}$ to be omitted from the analysis. Thus, as a sensitivity test,
we redid the analysis using only the pilot's fish size estimates to determine which schools to omit. The relative abundance estimates for 2016 index for the two analyses were very similar ( $\sim 6 \%$ smaller using only the pilot's estimates), so for consistency in the methods across years, we opted to use the average of the spotter and pilot fish size estimates in determining which schools to omit.

Table 1. Percent of schools in each survey year comprised of fish estimated to be less than $\mathbf{8 k g}$ on average (assumed to be 1-year-olds).

| YEAR | $\%$ | YEAR | $\%$ |
| :---: | :---: | :---: | :---: |
| 1993 | 0.2 | $\mathbf{2 0 0 7}$ | 0.0 |
| 1994 | 7.4 | $\mathbf{2 0 0 8}$ | 0.7 |
| 1995 | 8.8 | $\mathbf{2 0 0 9}$ | 13.1 |
| 1996 | 3.7 | $\mathbf{2 0 1 0}$ | 16.1 |
| 1997 | 8.2 | $\mathbf{2 0 1 1}$ | 30.7 |
| 1998 | 6.2 | $\mathbf{2 0 1 2}$ | 25.3 |
| 1999 | 1.4 | $\mathbf{2 0 1 3}$ | 17.7 |
| 2000 | 0.8 | $\mathbf{2 0 1 4}$ | 4.1 |
| 2005 | 2.1 | $\mathbf{2 0 1 5}$ | - |
| 2006 | 0.7 | $\mathbf{2 0 1 6}$ | 0.9 |

### 3.3 Search effort and sightings

A summary of the total search effort and SBT sightings made in each survey year is given in Table 2. All values are based on raw data, which have not been corrected for environmental factors or observer effects. This table, and all summary information and results presented in this report, include only the data specified in the previous section as being included in the analysis. Recall that schools comprised of fish less than 8 kg on average are omitted. Also note that the summary statistics include data from all flights, some of which had only one observer in 2010 and all of which had only one observer in 2011 to 2014 (with the exception of two flights in 2012 and four flights in 2013).

The total distance searched in 2016 was lower than in any of the previous 5 surveys (2011-2014) due to the availability of only one survey plane. The raw sightings rate (number of sightings per 100 nm ) was close to average (Table 2). However, as the sightings were large on average (Figure 2), the total biomass per nm was much higher than in any previous survey (Table 2). It is important to keep in mind that the statistics for 2010-2014 include data from flights with only one observer, so caution must be used in comparing them directly with previous years for which all flights had two observers because we have shown previously that the sightings rate tends to be lower for flights with only one observer.

The distribution of sightings was unusual, with the majority being made inshore and in the eastern half of the survey area (Figure 3).

Table 2. Summary of aerial survey data by survey year. Only data considered suitable for analysis (as outlined in text) are included. All biomass statistics are in tonnes. All values in the table are based on raw data, which have not been corrected for environmental factors or observer effects.

| SURVEY YEAR | total DISTANCE SEARCHED (NM) | NUMBER <br> SBT <br> SIGHTINGS | SIGHTINGS <br> PER 100NM | TOTAL BIOMASS | BIOMASS PER NM | AVERAGE <br> PATCHES <br> PER <br> SIGHTING | MAX <br> PATCHES <br> PER <br> SIGHTING | AVERAGE BIOMASS PER PATCH | MAX BIOMASS PER PATCH |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1993 | 7603 | 129 | 1.70 | 12219 | 1.61 | 4.0 | 76 | 24.5 | 203 |
| 1994 | 15180 | 160 | 1.05 | 13978 | 0.92 | 3.3 | 23 | 26.4 | 247 |
| 1995 | 14573 | 165 | 1.13 | 20149 | 1.38 | 3.5 | 38 | 34.7 | 225 |
| 1996 | 12284 | 110 | 0.90 | 16047 | 1.31 | 4.0 | 46 | 36.5 | 147 |
| 1997 | 8813 | 101 | 1.15 | 9154 | 1.04 | 3.2 | 18 | 28.5 | 203 |
| 1998 | 8550 | 104 | 1.22 | 9764 | 1.14 | 2.2 | 21 | 42.1 | 966 |
| 1999 | 7555 | 50 | 0.66 | 2998 | 0.40 | 2.5 | 21 | 24.2 | 122 |
| 2000 | 6775 | 76 | 1.12 | 4812 | 0.71 | 2.6 | 17 | 24.8 | 100 |
| 2005 | 5968 | 79 | 1.32 | 6043 | 1.01 | 2.4 | 17 | 32.1 | 198 |
| 2006 | 5150 | 43 | 0.83 | 4068 | 0.79 | 2.0 | 8 | 47.9 | 272 |
| 2007 | 4872 | 41 | 0.84 | 3538 | 0.73 | 2.6 | 11 | 33.4 | 123 |
| 2008 | 7462 | 121 | 1.62 | 8009 | 1.07 | 3.5 | 24 | 19.0 | 314 |
| 2009 | 8101 | 145 | 1.79 | 7964 | 0.98 | 2.5 | 22 | 22.3 | 172 |
| $2010^{1}$ | 10559 | 184 | 1.74 | 18477 | 1.75 | 4.0 | 41 | 24.9 | 539 |
| $2011^{2}$ | 10148 | 135 | 1.33 | 18559 | 1.83 | 2.7 | 37 | 50.2 | 400 |
| $2012^{2}$ | 10777 | 48 | 0.45 | 4939 | 0.46 | 3.2 | 45 | 32.1 | 507 |
| $2013{ }^{2}$ | 12889 | 124 | 0.96 | 19127 | 1.48 | 3.0 | 18 | 52.0 | 634 |
| $2014{ }^{2}$ | 12238 | 175 | 1.43 | 21213 | 1.73 | 2.4 | 25 | 49.7 | 481 |
| 2015 | - | - | - | - | - | - | - | - | - |
| 2016 | 7813 | 73 | 0.93 | 23931 | 3.06 | 3.8 | 28 | 86.1 | 714 |

[^0]Figure 2. Frequency of SBT patch sizes (in tonnes) by survey year.


Figure 3. Distribution of SBT sightings made during each aerial survey year. Red circles show the locations of SBT sightings, where the size of the circle is proportional to the size of the sighting, and grey lines show the north/south transect lines that were searched.


### 3.4 Environmental variables

Table 3 and Figure 4 summarize the environmental conditions that were present during valid search effort in each survey year. All the environmental variables presented were recorded by the survey plane(s), with the exception of sea surface temperature (SST), which was extracted from
satellite remote sensing products. For all surveys up until 2016, the 3-day composite SST dataset produced by CSIRO Marine and Atmospheric Research's Remote Sensing Project was used (see Eveson et al. 2006 for more details); however, this product stopped being available at the end of 2014 so was replaced with the Integrated Marine Observing System (IMOS) Group for High Resolution Sea Surface Temperature (GHRSST) (see http://imos.org.au/sstproducts.html).

The environmental conditions during the 2016 survey were close to average in terms of SST and wind speed; however, the swell height and sea shadow were higher than average (Table 3; Figure 4). Increased swell and sea shadow make it more difficult to observe surface schools, so we expect the observed sightings rate to be increased in the standardization process (to adjust for the fact that more sightings would likely have been made with less swell and sea shade).

Table 3. Average environmental conditions during search effort for each aerial survey year.

| SURVEY <br> YEAR | WIND <br> SPEED <br> (KNOTS) | SWELL <br> HEIGHT <br> $(\mathbf{0}-3)$ | AIR <br> TEMP <br> $\left({ }^{\circ}\right.$ C) | SST <br> $\left({ }^{\circ}\right.$ C) | SEA <br> SHADOW <br> $(\mathbf{0}-8)$ | HAZE <br> $(\mathbf{0}-3)$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 1993 | 3.9 | 0.8 | 24.4 | 19.6 | 1.9 | 0.9 |
| 1994 | 4.1 | 1.5 | 22.7 | 19.7 | 2.8 | 0.5 |
| 1995 | 4.4 | 1.7 | 18.7 | 19.6 | 2.7 | 1.1 |
| 1996 | 4.5 | 1.6 | 22.9 | 19.6 | 2.1 | 1.2 |
| 1997 | 4.1 | 1.7 | 25.3 | 21.1 | 1.6 | 1.3 |
| 1998 | 3.7 | 1.7 | 22.3 | 20.4 | 0.9 | 1.7 |
| 1999 | 4.1 | 0.9 | 22.0 | 19.9 | 2.9 | 0.7 |
| 2000 | 4.3 | 0.6 | 27.5 | 20.7 | 2.6 | 0.7 |
| 2005 | 4.7 | 1.5 | 21.7 | 20.1 | 1.6 | 0.8 |
| 2006 | 5.6 | 1.5 | 20.0 | 20.1 | 3.5 | 1.0 |
| 2007 | 5.8 | 1.3 | 21.6 | 20.8 | 2.0 | 1.3 |
| 2008 | 3.8 | 1.4 | 24.2 | 20.4 | 1.4 | 0.9 |
| 2009 | 3.8 | 1.4 | 22.3 | 21.0 | 2.2 | 1.7 |
| 2010 | 3.5 | 1.1 | 23.6 | 21.2 | 1.8 | 1.2 |
| 2011 | 3.9 | 1.3 | 20.2 | 20.3 | 2.8 | 1.4 |
| 2012 | 3.7 | 1.6 | 20.7 | 20.5 | 4.3 | 1.8 |
| 2013 | 4.2 | 1.6 | 24.6 | 21.7 | 2.6 | 1.6 |
| 2014 | 4.3 | 1.8 | 24.0 | 20.6 | 2.4 | 1.9 |
| 2015 | - | - | - | - | - | - |
| 2016 | 4.1 | 1.8 | 20.5 | 20.3 | 4.1 | 0.9 |

Figure 4. Boxplots summarizing the environmental conditions present during valid search effort for each aerial survey year. The thick horizontal band through a box indicates the median, the length of a box represents the interquartile range, and the vertical lines extend to the minimum and maximum values. The dashed blue line running across each plot shows the average across all survey years.


### 3.5 Method of analysis

The methods of analysis used this year were exactly the same as those used since 2012. A brief description of the methods is provided here and the details can be found in Appendix A.

Generalized linear models were fit to two different components of observed biomass-biomass per sighting (BpS) and sightings per nautical mile of transect line (SpM). The same environmental and observer variables were included in both models (noting that sea shadow was added to the SpM model last year). Specifically, the models can be expressed as:

BpS model: logE(Biomass) ~ Year*Month*Area + SST + WindSpeed
SpM model: logE(N_sightings) ~ offset\{log(Distance) + log(ObsEffect)\} + Year*Month*Area + SST

+ WindSpeed + Swell + Haze + MoonPhase + SeaShadow
As described in Appendix A , for the BpS model, we first need to estimate relative differences between observers in their estimates of school size in order to standardize the estimates for any consistent biases. In the past (e.g. Eveson et al. 2014), we have reported high consistency between observers, with school size estimates made by different observers tending to be within about 5\% of a reference observer, except for one previous observer who tended to underestimate school sizes relative to the reference observer by about $20 \%$. The new spotter who flew in this year's survey tended to overestimate school sizes relative to the reference observer by about 10\%.

Also described in Appendix A, for the SpM model, we first need to run a pairwise observer analysis based on within-flight comparisons of sighting rates to get estimates of the relative sighting efficiencies for all observer pairs that have flown at some point in the surveys. Past observer pairs have ranged in their estimated sighting efficiencies from $56 \%$ to $95 \%$ compared to the pair with the highest rate. For this year, the observer pair (which includes the new spotter) had an aboveaverage relative sighting efficiency of $83 \%$.

Note that, as of 2011, we include "observer effect" as an offset (i.e., as known) in the SpM model rather than as a linear covariate. The reason for this is discussed in Appendix A of Eveson et al. (2011). Because of this, we need to account for uncertainty in the observer effect estimates through other methods. Such methods have been developed for application to similar problems, but they are computer intensive and we have had difficulties implementing them successfully in this context. Thus, the standard errors, CVs and confidence intervals for the relative abundance indices reported in Table 4 do not include uncertainty in the observer effects for the SpM model (meaning they are slight underestimates).
In both models, Year, Month and Area were fit as factors, as was MoonPhase in the SpM model. All other explanatory variables were fit as linear covariates. Note that the term Year*Month*Area encompasses all 1-way, 2-way and 3-way interactions between Year, Month and Area (i.e., it is equivalent to writing Year + Month + Area + Year:Month + Year:Area + Month:Area + Year:Month:Area).

In both models, the 2-way and 3-way interaction terms between Year, Month and Area were fit as random effects, whereas the 1-way effects were fit as fixed effects. Many of the 2-way and 3-way strata have very few (sometimes no) observations, which causes instabilities in the model fits when treated as fixed effects. One main advantage of using random effects is that when little or no data exist for a given level of a term (say for a particular area and month combination of the Area:Month term), we still have information about it because we are assuming it comes from a normal distribution with a certain mean and variance (estimated within the model).

Data from the single-observer flights in 2010 to 2014 can be included in the BpS model without any changes, except that there is only one biomass estimate per school so it is not necessary to take an average over the estimates made by two observers (refer to "Biomass per sighting (BpS) model" section in Appendix A). With regard to the SpM model, we know from the calibration experiments conducted in 2008 and 2009 that a plane with only one observer makes fewer sightings than a plane with two observers. Based on an updated analysis of the calibration experiment data conducted in 2011 (Eveson et al. 2011), we estimate that, on average, a plane with one observer will make about $70 \%$ as many sightings as a plane with two observers. We refer to this factor as the "calibration factor". The calibration factor is used to estimate the relative sighting ability (i.e., an "observer effect") for solo observers. Recall that the "observer effect" estimates for the SpM model are calculated based on a pair-wise observer analysis to estimate the relative sighting abilities of all observer pairs that have been involved in past surveys (see Appendix A). In order to estimate a relative sighting ability for a solo observer, we took the average of the relative sighting ability estimates from when this observer flew as part of a pair, and multiplied it by the estimated calibration factor. For example, one of the observers who flew as a solo observer in the 2010 and 2011 surveys has flown as part of two different observer pairs in past surveys, with relative sighting ability estimates of 0.90 and 0.92 . If we take the average of these two relative sighting ability estimates and multiply it by the calibration factor of 0.7 , this gives a relative sighting ability estimate for this observer when flying solo of 0.64 . This gives us "observer effect" estimates for all observer combinations, so we can proceed with fitting the SpM model in the usual way.

Once the models were fitted, the results were used to predict what the number of sightings per mile and the average biomass per sighting in each of the 45 area/month strata in each survey year would have been under standardized environmental/observer conditions. Using these predicted values, we calculated an abundance estimate for each stratum as 'standardized SpM ' multiplied by 'standardized average BpS'. We then took the weighted sum of the stratum-specific abundance estimates over all area/month strata within a year, where each estimate was weighted by the geographical size of the stratum in $\mathrm{nm}^{2}$, to get an overall abundance estimate for that year. Lastly, the annual estimates were divided by their mean to get a time series of relative abundance indices.

We emphasise that it is important to have not only an estimate of the relative abundance index in each year, but also of the uncertainty in the estimates. We used the same process as in the last three years to calculate CVs for the indices, which takes into account the uncertainty in the calibration factor estimate. Details are provided in Appendix B. Recall from above that there is still uncertainty in the observer effect estimates for the SpM model, which is not currently being accounted for in the uncertainty estimates for the index.

We calculated confidence intervals for the indices based on the assumption that the logarithm of the indices follows a normal distribution, with standard errors approximated by the CVs of the untransformed indices.

## 4 Results

Figure 5 shows the estimated time series of relative abundance indices with $90 \%$ confidence intervals. The point estimates and CVs corresponding to Figure 5 are given in Table 4. Recall from the Methods section that all of the confidence intervals are being slightly underestimated because they do not account for uncertainty in the observer effect estimates.

The 2016 point-estimate is the highest of all survey years, and significantly higher when taking confidence intervals into account.
(Results and diagnostics for the BpS and SpM models are provided in Appendix C.)

Figure 5. Time series of relative abundance estimates with $90 \%$ confidence intervals.


Table 4. Results from the aerial survey analysis.

| YEAR | INDEX | SE | CV | Cl.05 | Cl.95 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 1993 | 1.62 | 0.26 | 0.16 | 1.24 | 2.12 |
| 1994 | 1.07 | 0.16 | 0.15 | 0.84 | 1.37 |
| 1995 | 1.46 | 0.20 | 0.14 | 1.17 | 1.83 |
| 1996 | 1.38 | 0.26 | 0.19 | 1.01 | 1.89 |
| 1997 | 0.72 | 0.15 | 0.21 | 0.51 | 1.03 |
| 1998 | 0.89 | 0.17 | 0.19 | 0.65 | 1.21 |
| 1999 | 0.34 | 0.09 | 0.27 | 0.21 | 0.53 |
| 2000 | 0.59 | 0.13 | 0.23 | 0.41 | 0.86 |
| 2005 | 0.61 | 0.11 | 0.19 | 0.45 | 0.83 |
| 2006 | 0.62 | 0.16 | 0.25 | 0.41 | 0.93 |
| 2007 | 0.53 | 0.13 | 0.24 | 0.36 | 0.79 |
| 2008 | 0.80 | 0.16 | 0.20 | 0.58 | 1.12 |


| 2009 | 0.46 | 0.10 | 0.21 | 0.33 | 0.66 |
| :--- | :--- | :--- | :--- | :--- | :--- |
| 2010 | 0.91 | 0.12 | 0.13 | 0.73 | 1.13 |
| 2011 | 1.61 | 0.23 | 0.15 | 1.27 | 2.04 |
| 2012 | 0.52 | 0.12 | 0.23 | 0.36 | 0.77 |
| 2013 | 1.15 | 0.18 | 0.16 | 0.89 | 1.48 |
| 2014 | 2.71 | 0.34 | 0.12 | 2.21 | 3.32 |
| 2015 | - | - | - | - | - |
| 2016 | 4.24 | 0.79 | 0.19 | 3.13 | 5.76 |

Index = relative abundance point estimates; SE= standard error; CV = coefficient of variation; CI. 05 and CI. 95 = lower and upper range of $90 \%$ confidence interval.

## 5 Summary

The estimate of relative juvenile abundance from the 2016 scientific aerial survey is significantly higher than for any previous survey year.

The methods of analysis used this year were exactly the same as last three surveys (Eveson et al. 2012, 2013, 2014). Methods to account for uncertainty in the observer effect estimates for the SpM model have yet to be implemented; thus, the CVs for the relative abundance indices do not yet include uncertainty in the observer effects for the SpM model (i.e., they are slight underestimates).

The environmental conditions during the 2016 survey were average for the most part, except that the swell height and sea shadow were higher than usual. Most sightings were made inshore in the eastern half of the survey area. The unusually high percentage of schools comprised of small fish ( $<8 \mathrm{~kg}$ ) seen in 2009-2013 were not observed this year.
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## Appendix A - Methods of analysis

Separate models were constructed to describe two different components of observed biomass: i) biomass per patch sighting (BpS) and ii) sightings per nautical mile of transect line (SpM). Each component was fitted using a generalized linear mixed model (GLMM), as described below. Since environmental conditions affect what proportion of tuna are available at the surface to be seen, as well as how visible those tuna are, and since different observers can vary both in their estimation of school size and in their ability to see tuna patches, the models include 'corrections' for environmental and observer effects in order to produce standardized indices that can be meaningfully compared across years.

For the purposes of analysis, we defined 45 area/month strata: 15 areas ( 5 longitude blocks and 3 latitude blocks, as shown in Figure A1) and 3 months (Jan, Feb, Mar). The latitudinal divisions were chosen to correspond roughly to depth strata (inshore, mid-shore and shelf-break).

Figure A1. Plot showing the 15 areas ( 5 longitudinal bands and 3 latitudinal bands) into which the aerial survey is divided for analysis purposes. The green vertical lines show the official transect lines for the surveys conducted in 1999 and onwards; the lines for previous survey years are similar but are slightly more variable in their longitudinal positions and also do not extend quite as far south (which is why the areas defined for analysis, which are common to all survey years, do not extend further south).


## A. 1 Biomass per sighting (BpS) model

For the BpS model, we first estimated relative differences between observers in their estimates of patch size (using the same methods as described in Bravington 2003). As in Bravington (2003), we found good consistency between observers. In particular, patch size estimates made by different
observers tended to be within about 5\% of each other, except for two observers, say $X$ and $Y$, where $X$ tended to underestimate patch sizes relative to other observers by about $20 \%$, and $Y$ tended to overestimate them by about $10 \%$. The patch size estimates were corrected using the estimated observer differences (e.g. patch size estimates made by observer $X$ were scaled up by $20 \%$, and those made by $Y$ were scaled down by 10\%).Because the observer differences were estimated with high precision, we treated the corrected patch size estimates as exact in our subsequent analyses. The final biomass estimate for each patch was calculated as the average of the two corrected estimates (recall that the size of a patch is estimated by both observers in the plane). The final patch size estimates were then aggregated within sightings to give an estimate of the total biomass of each sighting. It is the total biomass per sighting data that are used in the BpS model.

The BpS model was fitted using a GLMM with a log link and a Gamma error structure. We chose to fit a rather rich model with 3-way interaction terms between year, month and area. This is true not only for the BpS model but also for the SpM model described below. In essence, the 3-way interaction model simply corrects the observation (the total biomass of a sighting in the case of the BpS model; the number of sightings in the case of the SpM model) for environmental effects, which are estimated from within-stratum comparisons (i.e. within each combination of year, month and area).

The 2-way and 3-way interaction terms between Year, Month and Area were fit as random effects, whereas the 1-way effects were fit as fixed effects. Many of the 2 -way and 3 -way strata have very few (sometimes no) observations, which causes instabilities in the model fits when treated as fixed effects. One main advantage of using random effects is that when little or no data exist for a given level of a term (say for a particular area and month combination of the Area:Month term), we still have information about it because we are assuming it comes from a normal distribution with a certain mean and variance (estimated within the model).

Based on exploratory plots and model fits, we confirmed that SST has a significant effect on the biomass per sighting, and that wind speed has a lesser but still significant effect ( $p$-value 0.02 ; see Appendix C.1). Thus, the final model fitted was
logE(Biomass) ~ Year*Month*Area + SST + WindSpeed
where Year, Month and Area are factors, and SST and WindSpeed are linear covariates (note that E is standard statistical notation for expected value).

## A. 2 Sightings per mile (SpM) model

For the SpM model, we first ran the pairwise observer analysis described in Bravington (2003), based on within-flight comparisons of sighting rates between the various observers. This analysis gives estimates of the relative sighting efficiencies for all of the different observer pairs that have flown at some point in the surveys. The observer pairs ranged in their estimated sighting efficiencies from $56 \%$ to $95 \%$ compared to the pair with the best rate. For the observers that flew alone in the 2010-2014 surveys, their "observer effect" estimate (as described in the Methods section of the main text) ranged from $54 \%$ to $66 \%$ (again relative to the observer pair with the best rate).

We include the (logged) estimates of relative observer pair efficiencies as an offset when fitting the SpM model (i.e., as a predictor variable with a known, rather than estimated, coefficient). Appendix A of Eveson et al. 2011 discusses this in more detail. As such, we need to account for the uncertainty in these estimates through other methods. Such methods have been developed for other applications but have proven difficult to implement in this context. Thus, the standard errors and CVs for the relative abundance indices reported in Table 4 do not include uncertainty in the observer effects for the SpM model (which means they are slightly too small).

The data used for the SpM model were accumulated by flight and area, so that the data set used in the analysis contains a row for every flight/area combination in which search effort was made (even if no sightings were made). Within each flight/area combination, the number of sightings and the distance flown were summed, whereas the environmental conditions were averaged. The SpM model was fitted using a GLMM with the number of sightings as the response variable, as opposed to the sightings rate. The model could then be fitted assuming an overdispersed Poisson error structure ${ }^{3}$ with a log link and including the distance flown as an offset term to the model (i.e. as a linear predictor with a known coefficient of one).

As we did for the BpS model, we included terms for year, month and area, as well as all possible interactions between them, in the SpM model, and we fitted the 2-way and 3-way interaction terms as random effects (see BpS model section). We determined what environmental variables to include in the model based on exploratory plots and model fits. The final model fitted was:
logE(N_sightings) ~ offset(log(Distance) + log(ObsEffect)) + Year*Month*Area + SST + WindSpeed + Swell + Haze + MoonPhase + SeaShadow
where Year, Month and Area are factors, MoonPhase is a factor (taking on one of four levels from new moon to full moon), and all other terms are linear covariates. Note that MoonPhase is no longer coming out significant (see Appendix C.2) but we chose to keep it in the model for consistency with previous years.

## A. 3 Combined analysis

The BpS and SpM model results were used to predict what the number of sightings per mile and the average biomass per sighting in each of the 45 area/month strata in each survey year would have been under standardized environmental/observer conditions ${ }^{4}$. Using these predicted values, we calculated an abundance estimate for each stratum as 'standardized SpM' multiplied by 'standardized average BpS'. We then took the weighted sum of the stratum-specific abundance estimates over all area/month strata within a year, where each estimate was weighted by the geographical size of the stratum in $\mathrm{nm}^{2}$, to get an overall abundance estimate for that year. Lastly, the annual estimates were divided by their mean to get a time series of relative abundance indices.

[^1]
## Appendix B - CV calculations

This appendix provides details of how CVs for the aerial survey abundance indices were calculated.
Let $\hat{B}_{i j k}$ be the predicted value of BpS in year $i$, month $j$ and area $k$ under standardized environmental/observer conditions (see footnote 4), and $\hat{\sigma}\left(\hat{B}_{i j k}\right)$ be its estimated standard error. Similarly, let $\hat{S}_{i j k}$ be the predicted value of SpM in year $i$, month $j$ and area $k$ under the same environmental/observer conditions, and $\hat{\sigma}\left(\hat{S}_{i j k}\right)$ be its estimated standard error. Then,

$$
\hat{A}_{i j k}=\hat{S}_{i j k} \hat{B}_{i j k}
$$

is the stratum-specific abundance estimate for year $i$, month $j$ and area $k$.

Since $\hat{B}_{i j k}$ and $\hat{S}_{i j k}$ are independent, the variance of $\hat{A}_{i j k}$ is given by

$$
\begin{aligned}
V\left(\hat{A}_{i j k}\right) & =V\left(\hat{S}_{i j k} \hat{B}_{i j k}\right) \\
& =V\left(\hat{S}_{i j k}\right) E\left(\hat{B}_{i j k}\right)^{2}+V\left(\hat{B}_{i j k}\right) E\left(\hat{S}_{i j k}\right)^{2}+V\left(\hat{S}_{i j k}\right) V\left(\hat{B}_{i j k}\right) \\
& \approx \hat{\sigma}^{2}\left(\hat{S}_{i j k}\right) \hat{B}_{i j k}^{2}+\hat{\sigma}^{2}\left(\hat{B}_{i j k}\right) \hat{S}_{i j k}^{2}+\hat{\sigma}^{2}\left(\hat{S}_{i j k}\right) \hat{\sigma}^{2}\left(\hat{B}_{i j k}\right)
\end{aligned}
$$

The annual abundance estimate for year $i$ is given by the weighted sum of all stratum-specific abundance estimates within the year, namely

$$
\hat{A}_{i}=\sum_{j} \sum_{k} w_{k} \hat{A}_{i j k}
$$

where $w_{k}$ is the proportional size of area $k$ relative to the entire survey area $\left(\sum_{k} w_{k}=1\right)$.

If the $\hat{A}_{j j k}$ 's are independent, then the variance of $\hat{A}_{i}$ is given by

$$
V\left(\hat{A}_{i}\right)=\sum_{j} \sum_{k} w_{k}^{2} V\left(\hat{A}_{i j k}\right)
$$

Unfortunately, the $\hat{A}_{i j k}$ 's are NOT independent because the estimates of BpS (and likewise, the estimates of SpM ) are not independent between different strata. This is because all strata estimates depend on the estimated coefficients of the environmental/observer conditions, so any error in these estimated coefficients will affect all strata. Thus, we refit the BpS and SpM models with the coefficients of the environmental/observer covariates (denote the vector of coefficients
by $\theta^{5}$ ) fixed at their estimated values $(\hat{\theta})$. The predictions of BpS and SpM made using the 'fixed environment' models should now be independent between strata, so the stratum-specific abundance estimates calculated using these predictions - which we will denote by $\hat{A}_{i j k}(\hat{\theta})$ should also be independent between strata. Thus, we can calculate the variance of $\hat{A}_{i}$ conditional on the estimated values of the environmental/observer coefficients as

$$
V\left(\hat{A}_{i} \mid \hat{\theta}\right)=\sum_{j} \sum_{k} w_{k}^{2} V\left(\hat{A}_{i j k}(\hat{\theta})\right)
$$

where $V\left(\hat{A}_{i j k}(\hat{\theta})\right)$ is calculated using the formula given above for $V\left(\hat{A}_{i j k}\right)$ but using the BpS and SpM predictions and standard errors obtained from the 'fixed environment' models.

To calculate the unconditional variance of $\hat{A}_{i}$, we make use of the following equation:

$$
\begin{aligned}
V\left(\hat{A}_{i}\right) & =E_{\theta}\left(V\left(\hat{A}_{i} \mid \theta\right)\right)+V_{\theta}\left(E\left(\hat{A}_{i} \mid \theta\right)\right) \\
& \approx V\left(\hat{A}_{i} \mid \hat{\theta}\right)+V_{\theta}\left(\hat{A}_{i}\right)
\end{aligned}
$$

where the first term is the conditional variance just discussed and the second term is the additional variance due to uncertainty in the environmental coefficients. The second term can be estimated as follows

$$
V_{\theta}\left(\hat{A}_{i}\right) \approx\left(\frac{\partial \hat{A}_{i}}{\partial \theta}\right)^{\prime} \mathbf{V}_{\theta}\left(\frac{\partial \hat{A}_{i}}{\partial \theta}\right)
$$

where $\left(\frac{\partial \hat{A}_{i}}{\partial \theta}\right)$ is the vector of partial derivatives of $\hat{A}_{i}$ with respect to $\theta$ (which we calculated using numerical differentiation), and $\mathbf{V}_{\theta}$ is the variance-covariance matrix of the environmental coefficients ${ }^{6}$.

Now, to account for the additional variance due to uncertainty in the calibration factor, we use a similar approach as above to account for additional variance due to uncertainty in the environmental coefficients. Namely, from the GLM used to estimate the calibration factor, which we will call $\alpha$, we get an estimate of its variance, which we will call $V_{\alpha}$. Then, the variance in the abundance estimates due to uncertainty in $\alpha$ can be estimated by

[^2]covariance matrices for the individual models are returned from the model-fitting software.
$$
V_{\alpha}\left(\hat{A}_{i}\right)=\left(\frac{\partial \hat{A}_{i}}{\partial \alpha}\right)^{\prime} V_{\alpha}\left(\frac{\partial \hat{A}_{i}}{\partial \alpha}\right)
$$
where $\left(\frac{\partial \hat{A}_{i}}{\partial \alpha}\right)$ is the derivative of $\hat{A}_{i}$ with respect to $\alpha$ (in essence, it is the amount that the abundance estimate $\hat{A}_{i}$ changes when the calibration factor is tweaked slightly). Thus, we revise our estimate of $V\left(\hat{A}_{i}\right)$ by adding on to it $V_{\alpha}\left(\hat{A}_{i}\right)$.

So we have variance estimates for the abundance estimates, but we also want to calculate the variance for the mean-standardized estimates (referred to as the relative abundance indices), calculated as:

$$
\hat{I}_{i}=\frac{\hat{A}_{i}}{\frac{1}{n} \sum_{i=1}^{n} \hat{A}_{i}}
$$

Using the delta method, we can approximate the variance of $\hat{I}_{i}$ by

$$
V\left(\hat{I}_{i}\right) \approx\left(\frac{\partial \hat{I}_{i}}{\partial \hat{A}_{i}}\right)^{2} V\left(\hat{A}_{i}\right)
$$

Then, the standard error of $\hat{I}_{i}$ is given by

$$
\sigma\left(\hat{I}_{i}\right)=\sqrt{V\left(\hat{I}_{i}\right)}
$$

and the coefficient of variation (CV) of $\hat{I}_{i}$ is given by

$$
\mathrm{CV}\left(\hat{I}_{i}\right)=\frac{\sigma\left(\hat{I}_{i}\right)}{\hat{I}_{i}} .
$$

## Appendix C - Results and diagnostics

## C. 1 Biomass per sighting (BpS) model

Figure C1 shows plots of observed biomass per sighting (logged) versus the environmental covariates being included in the BpS model. From these plots, it appears that the size of a sighting tends to increase as SST increases, and possibly decrease as wind speed increases (in a roughly linear fashion in both cases when on a log scale). The relationship with SST appears to be strongest, as supported by the model results (below).

Extract from the output produced by the software used to fit the model (the gam function in the R statistical package mgcv):

```
Family: Gamma
Link function: log
Formula:
Biomass ~ factor(Year) + factor(Month) + factor(Area) + SST + WindSpeed +
Y.M + Y.A + M.A + Y.M.A - 1
```

Parametric Terms:

| Covariate | Estimate | SE | t-value | $p-$ |
| ---: | ---: | ---: | ---: | ---: |
| SST | 0.106 | 0.038 | 2.81 | 0.005 |
| WindSpeed | -0.053 | 0.023 | -2.31 | 0.021 |

R-sq.(adj) $=0.11$ Deviance explained $=37.8 \%$
GCV score $=1.966$ Scale est. $=1.8943 \quad \mathrm{n}=2057$

The results support our observations made based on Figure C1; size of a sighting tends to increase as SST increases and decrease as wind speed increases, but that the relationship with SST has greater statistical significance.

Figure C2 shows some standard diagnostic plots for generalized linear models, and Figure C3 shows the residuals plotted against a number of factors. These plots do not suggest major problems with the model fit. Ideally there should be no trend in the plots of the square root of the absolute residuals against the fitted values (i.e., lower half of Fig. C2, with left-hand side being on the link scale and the right-hand side being on the response scale); although there is a small kink revealed by a smooth through the data (red line), there is not a consistent increasing or decreasing trend.

Figure C1. Plots of observed biomass per sighting, on a log scale, versus the covariates included in the model; shown is the mean $+/-2$ standard deviations.


Figure C2. Standard diagnostic plots for biomass per sighting (BpS) model.


Figure C3. Boxplots of deviance residuals by year, month and area for biomass per sighting (BpS) model.


## C. 2 Sightings per mile (SpM) model

Figure C4 shows plots of observed number of sightings per mile (logged) versus the environmental covariates being included in the SpM model. There appears to be a strong tendency for the rate of sightings to increase as SST increases, and to decline as wind speed, haze, swell and sea shadow increase. With the exception of wind speed, the relationship appears to be linear, and this is even true for wind speed in the range of 1 to 7 knots (where most of the observations occur). Moon phase also appears to influence the sightings rate, with the rate being greatest when the moon phase is 1 (fraction of moon illuminated is $0-25 \%$ ) or 4 (fraction of moon illumination is $75-100 \%$ ), but the variance is large so the relationship may not be statistically significant.

Extract from the output produced by the software used to fit the model (the gam function in the R statistical package mgcv):

```
Family: quasipoisson
Link function: log
Formula:
N_sightings ~ offset(log(as.numeric(Distance))) + factor(Year) +
factor(Month) + factor(Area) + Y.M + Y.A + M.A + Y.M.A +
log(ObserverEffect) + AvgWindSpeed + AvgSST + AvgSwell + AvgHaze +
factor(MoonPhase) - 1
```

Parametric Terms:

| Covariate | Estimate | SE | t-value | p-value |
| :--- | ---: | ---: | ---: | ---: |
| AvgWindSpeed | -0.270 | 0.021 | -12.730 | 0.000 |
| AvgSST | 0.186 | 0.033 | 5.571 | 0.000 |
| AvgSwell | -0.180 | 0.051 | -3.549 | 0.000 |
| AvgHaze | -0.147 | 0.045 | -3.271 | 0.001 |
| AvgSeaShadow | -0.071 | 0.015 | -4.805 | 0.000 |
| factor (MoonPhase) 2 | -0.085 | 0.090 | -0.942 | 0.346 |
| factor (MoonPhase) 3 | -0.087 | 0.114 | -0.759 | 0.448 |
| factor (MoonPhase) 4 | 0.057 | 0.078 | 0.730 | 0.466 |

```
R-sq.(adj) = 0.499 Deviance explained = 67.2%
GCV score = 1.3609 Scale est. = 1.2754 n = 2243
```

The results again suggest that there is a tendency for the rate of sightings to increase as SST increases, and to decline as wind speed, haze, swell and sea shadow increase (all highly significant). The relationship with moon phase is more complex, with the sightings rate being
greater when the moon phase is 1 (fraction of moon illuminated is $0-25 \%$ ) or 4 (fraction of moon illumination is $75-100 \%$ ), but this relationship is no longer coming out significant at the 0.05 level.

Figure C5 shows some standard diagnostic plots for generalized linear models, and Figure C6 shows the residuals plotted against a number of factors. The Q-Q plot (top left) suggests lack of fit at the tails of the distribution, which is common; however it also has a strange kink in the centre. Otherwise there are no indications of serious problems with the model fit. The plots of the square root of the absolute residuals against the fitted values (i.e., lower half of Fig. C5, with left-hand side being on the link scale and the right-hand side being on the response scale) look a bit odd, but this is expected because we are modelling count data. A smooth line through these data is reasonably flat, as desired, except for where it follows the residuals for the zero response values (i.e., where the observed number of sightings was zero).

Figure C4. Plots of observed sightings per mile, on a log scale, versus the covariates included in the model; shown is the mean +/- 2 standard deviations.


Figure C5. Standard diagnostics plots for sightings per mile (SpM) model.





Figure C6. Boxplots of deviance residuals by year, month and area for sightings per mile (SpM) model.
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[^0]:    ${ }^{1}$ Data comes from flights with one observer as well as flights with two observers.
    ${ }^{2}$ All data comes from flights with one observer (with the exception of one flight in 2012 and 3 flights in 2013).

[^1]:    ${ }^{3}$ Note that the standard Poisson distribution has a very strict variance structure in which the variance is equal to the mean, and it would almost certainly underestimate the amount of variance in the sightings data, hence the use of an overdispersed Poisson distribution to describe the error structure.
    ${ }^{4}$ In our predictions, we used average conditions calculated from all the data.

[^2]:    ${ }^{5} \boldsymbol{\theta}$ contains the environmental/observer coefficients from both the BpS and SpM models; i.e. $\boldsymbol{\theta}=\left(\boldsymbol{\theta}_{\mathrm{BpS}}, \boldsymbol{\theta}_{\mathrm{SpM}}\right)$
    ${ }^{6}$ Recall that $\theta$ contains the environmental/observer coefficients from both the BpS and SpM models, so $\mathbf{V}_{\theta}=\left[\begin{array}{cc}\mathbf{V}_{\theta_{\mathrm{Bps}}} & \mathbf{0} \\ \mathbf{0} & \mathbf{V}_{\theta_{\mathrm{spM}}}\end{array}\right]$. The variance-

